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1 Introduction64

1.1 Motivation65

The FCCee (Future Circular Collider in the Electron-Positron collision mode) is66

designed to operate at several center-of-mass energies, denoted as
√
s, to develop a67

rich physics programme [1]. In particular, it will run at
√
s = 240 GeV, where it is68

expected to generate approximately 106 e+ + e− → ZH events in four years of data69

taking. Although VH events have been previously observed in the ATLAS detector [2]70

and CMS [3], the significantly larger number of ZH events produced by the FCCee, and71

the much smaller background will enable unprecedented precision in the measurement72

of Higgs boson properties.73

At
√
s = 240 GeV, the main Higgs production modes are the ”Higgsstrahlung” process,74

e+ + e− → ZH, and to a lesser extent, the WW fusion process, e+ + e− → νeν̄eH, as75

shown in Figure 1.76

Fig. 1 Main diagrams of the Higgs production modes at
√
s = 240 GeV: the Higgsstrahlung process

(left) and the WW fusion process (right). Adapted from Ref. [4].

Fig. 2 Improved-Born Higgs production cross sections for the Higgsstrahlung process and the WW
fusion process (see Figure 1), incorporating initial state radiation [5], are predicted by HZHA [6] as a
function of center-of-mass energy with a Higgs boson mass mh of 125 GeV. The minor interference
term between the two diagrams in the final state is integrated into the WW fusion cross-section.
Vertical dashed lines represent the anticipated

√
s values at the FCC-ee. Adapted from Ref. [4].

4



In comparison to hadron collisions, electron-positron collisions offer the unique advan-77

tage of knowing the precise center-of-mass energy for each event. In hadron colliders,78

the initial momentum of the interacting gluons or quarks remains unknown, necessi-79

tating the use of parton distribution functions. Conversely, electron-positron colliders80

involve collisions between elementary particles—electrons and positrons—thereby81

eliminating the need for parton distribution functions and enabling a more accurate82

understanding of the initial conditions of the binary system. Consequently, electron-83

positron machines serve as ideal candidates for conducting precise easurements in the84

realm of particle physics.85

In Higgsstrahlung events, since the center-of-mass energy of the collision is known,86

we can acquire information on the recoiling Higgs boson, just by studying the asso-87

ciated Z boson, as detailed in Section 1.2. This boson comprises a pair of leptons88

(ℓ+ℓ−) or quarks (qq̄) and does not require prior knowledge of the Higgs information.89

Consequently, we can carry out a Higgs model-independent study.90

By quantifying the number of events related to Higgsstrahlung and WW fusion91

processes, we can ascertain their respective inclusive cross-sections. Examining the dis-92

tribution of the recoil mass (mrec) allows us to extract the Higgs mass with uncertainty93

at the MeV level.94

We can analyze various Higgs decay modes (H → XX̄). The cross-section times the95

branching ratio is proportional to the square of the respective coupling strengths. This96

relationship can be expressed as follows:97

σZH ×Br(H → XX̄) ∝ g2HZZ × g2HXX

ΓH
, (1)

σHνeν̄e
×Br(H → XX̄) ∝ g2HWW × g2HXX

ΓH
. (2)

Here, σZH and σHνeν̄e
represent the inclusive cross-sections of the Higgsstrahlung and98

WW fusion processes, respectively. Br(H → XX̄) denotes the branching ratio of Higgs99

decays into an XX̄ particle pair, which can be any known or unknown particle. gHXX100

is the Higgs coupling constant, and ΓH is the Higgs width. Equation 1 demonstrates101

the proportionality for the ZH production process, while Equation 2 illustrates the102

proportionality for the νeν̄eH production process.103

By analyzing the Higgs boson decay to a pair of Z boson, H → ZZ, we can extract104

the Higgs coupling to two Z bosons, denoted as gHZZ . This coupling can be deter-105

mined from Equation 1 σZH×Br(H → ZZ) ∝ g4
HZZ

ΓH
. Once obtained, gHZZ serves as a106

”standard candle” to facilitate the study of other Higgs decay channels. This approach107

allows us to determine all the Higgs couplings, gHXX , thereby providing a compre-108

hensive understanding of the Higgs boson’s properties and its interactions with other109

particles.110
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The Higgs mass is a fundamental parameter of the Standard Model (SM) and will111

be measured by the HL-LHC up to a precision of 20 MeV [7]. Although radiative112

corrections to all other SM only depends logarithmically on mh, to fully exploit the113

FCC-ee potential in measuring the cross-sections and branching fractions, the Higgs114

mass has to be known up to a 10 MeV level. Furthermore, a potential run at the Higgs115

resonance of
√
s = 125 GeV can probe the electron-Yukawa coupling via s-channel116

Higgs production and requires precision of the Higgs mass equal or better to its width,117

i.e. around 4 MeV [8].118

Both the cross-section and mass measurements are challenging and put stringent119

requirements on the detector and machine parameters, which is the scope of this note.120

It extends the initial studies as described in Ref. [4], to a more complete analysis with121

a robust evaluation of the uncertainties.122

1.2 ”Recoil mass” method123

In this section, we remind the technical aspects of the recoil technique, for the final124

state that study: we focus on the leptonic decays of the Z boson (Z → ℓ+ℓ−, where ℓ = e125

or µ) for mass and cross-section measurements. This choice offers greater precision126

and enables inclusive and efficient selection of ZH events, regardless of the Higgs127

boson decay mode. As a result, this method effectively facilitates an almost entirely128

model-independent determination of the HZZ coupling (gHZZ). However, the small Z129

di-electron and di-muon branching ratios, Table 1, reduce the statistical accuracy but130

allow for better resolution.131

Table 1 Z Decay Modes Branching
Ratios, adapted from [9].

Decay Mode Branching Ratio

Z → e+e− 3.3632 ± 0.0042%
Z → µ+µ− 3.3662 ± 0.0066%
Z → τ+τ− 3.3696 ± 0.0083%
Z → invisible 20.000 ± 0.055%
Z → hadrons 69.911 ± 0.056%
Z → cc̄ 12.03 ± 0.21%
Z → bb̄ 15.12 ± 0.05%

The mass mrec recoiling against the lepton pair is calculated using total energy-132

momentum conservation, as represented in Equation 3 and illustrated in Figure 3 by133

computing the difference between the four-vector of center-of-mass energy and lepton134

pair system:135

m2
rec = (

√
s− Eℓ+ℓ−)

2 − p2ℓ+ℓ− = s− 2Eℓ+ℓ−
√
s+m2

ℓ+ℓ− . (3)

Here,
√
s represents the center-of-mass energy, Eℓ+ℓ− denotes the energy of the di-136

lepton pair, and mℓ+ℓ− refers to the invariant mass of the di-lepton pair.137
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Fig. 3 Feynman diagram illustrating the Higgs-strahlung process and the recoil mass (mrec) calcu-
lation. Adapted from [10].

Figure 3 provides a visual representation of the calculation using the leading order138

Feynman diagram of the ZH production process. Since it uses the center-of-mass139

energy, the recoil mass is sensitive to its precise knowledge, which can be affected by140

the Beam Energy Spread (BES) and Initial State Radiation (ISR) of the incoming141

leptons.142

The main backgrounds come from the WW, ZZ, and Z/γ processes as can be seen143

from Figure 4, which displays the mrec distribution of both signal and background144

events after a basic selection described in Section 3, in the range 40 to 160 GeV. Two145

prominent peaks are visible: the largest one, around 91 GeV, is stemming from the ZZ146

process; the other one is around 125 GeV, and it originates from the e+ + e− → ZH147

process.148

Figure 5 shows an example of a combined signal and background fit on the previous149

distribution, in the 120 to 140 GeV range. The signal modeling employs a Double-150

Sided Crystal Ball function, while the background representation utilizes a polynomial151

function. The Double-Sided Crystal Ball function features a Gaussian core, accompa-152

nied by two tails characterized by exponential functions. More details on the fitting153

functions will be discussed in Section 4.2.154

Ultimately [4], the σZH accuracy and the Higgs boson mass is expected to achieve155

0.5% and MeV level respectively. After measuring the ZH cross-section, the couplings156

of HZZ, gHZZ , and Higgs boson width (ΓH) can be determined and are expected to157

achieve per-mil precision.158
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Fig. 4 Inclusive mrec distribution for events where a Z boson decays into a µ+µ− pair, with energies
ranging from 40 to 160 GeV, after the basic selection described in Section 3. The Z and Higgs mass
peaks are clearly visible in this distribution.

Fig. 5 Zoomed-in view of the mrec distribution in the vicinity of mh. The ZH signal is fitted using
a double-sided Crystal Ball function, while the simulated background is fitted with a second-order
polynomial [4].
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2 Monte Carlo samples159

The FCC-ee is currently in the conceptual design phase, which is conducted by fea-160

sibility studies of the physics programs using Monte Carlo (MC) simulations. These161

simulations enable to predict and analyze the outcomes that can be expected once the162

accelerator and detectors are operational.163

Events for different physical processes are generated using several generators, as164

described in Section 2.1. The detector simulation and reconstruction are performed165

by the fast simulation package DELPHES [11], which smears gen-level particles with a166

resolution formula and efficiency to mimic a more realistic detector. The entire chain167

of event generation, simulation, and reconstruction is embedded within the Key4HEP168

software framework. The official central samples with campaign Winter2023 are used169

in this analysis.170

For this study, the Innovative Detector for an Electron-positron Accelerator (IDEA)171

was selected as the default detector model for the MC simulations. Its design consists172

of a 5-layered silicon pixel vertex detector surrounded by a very light tracking drift173

chamber with up to 112 sensitive layers leading to excellent tracking performances.174

Both tracking devices are inside a 2 T thin solenoid. A dual-readout calorimeter is175

placed outside the solenoid to identify and measure both the electromagnetic and176

hadronic particles. Finally, the detector is enclosed by µ-RWELL muon chambers, a177

technology based on Resistive Plate Chambers and Gas Electron Multiplier detectors.178

The key feature of IDEA is to have a large tracking volume with a small yoke for179

optimal track resolution. In this study, a slight variant of IDEA is used, where the180

electromagnetic calorimeter is replaced by a crystal ECAL, improving the electron181

resolution significantly. An overview of the muon and electron performance is discussed182

in Section 2.2.183

The MC samples employed in this analysis were generated at a center-of-mass energy184

of 240 GeV (
√
s = 240 GeV) using either the PYTHIA or WHIZARD generator. The185

luminosity in the analysis was set to 10 ab−1, corresponding to two interaction points.186

A beam energy spread of 0.185 % is applied to both incoming beams (corresponding to187

222 MeV) and the vertex is smeared according to the realistic conditions, as described188

in the CDR [1]. The crossing angle of 30 mrad is not applied to the simulation.189

2.1 Event generators190

Event generation was conducted with WHIZARD [12], parton showering with191

PYTHIA6 [13], and both event generation and parton showering with PYTHIA8 [14].192

MC samples using other generators, such as KKMC [15], were simulated to investigate193

systematic uncertainties. These samples are detailed in Table 2.194

In this study, we consider the signal process e+e− → ZH → µ+µ−H (e+e− → ZH →195

e+e−H) for the µ+µ− (e+e−) final states, where the Z boson decays into a muon196

(electron) pair, and the Higgs boson (H) decays inclusively. The primary background197

sources are derived from e+e− → ZZ, e+e− → WW , and e+e− → ℓ+ℓ−, with ℓ198

denoting either e or µ. However, Z decaying to τ+τ− are always considered rare199
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Table 2 Monte Carlo Samples used in this analysis. They are all produced at a
center-of-mass energy of 240 GeV.

Sample Name Processes Generator # of events x-section(pb)

Higgs Processes
wzp6 ee mumuH e+e− → µ+µ−H WHIZARD + PYTHIA6 1,200,000 0.0067643

wzp6 ee eeH e+e− → e+e−H WHIZARD + PYTHIA6 1,200,000 0.0071611

Diboson Processes
p8 ee ZZ ecm240 e+e− → ZZ PYTHIA8 56,162,093 1.35899

p8 ee WW ecm240 e+e− → WW PYTHIA8 373,375,386 16.4385

Dilepton Processes
wzp6 ee mumu e+e− → µ+µ− WHIZARD + PYTHIA6 53,400,000 5.288

wzp6 ee ee Mee 30 150 e+e− → e+e− WHIZARD + PYTHIA6 85,400,000 8.305

wzp6 ee tautau e+e− → τ+τ− WHIZARD + PYTHIA6 52,400,000 4.668

Electron Photon Processes
wzp6 egamma eZ Zmumu e−γ → e−Z(µ+µ−) WHIZARD + PYTHIA6 6,000,000 0.10368

wzp6 gammae eZ Zmumu e+γ → e+Z(µ+µ+) WHIZARD + PYTHIA6 5,600,000 0.10368

wzp6 egamma eZ Zee e−γ → e−Z(e+e−) WHIZARD + PYTHIA6 6,000,000 0.05198

wzp6 gammae eZ Zee e+γ → e+Z(e+e−) WHIZARD + PYTHIA6 6,000,000 0.05198

Photon Photon Processes
wzp6 gaga mumu 60 γγ → µ+µ− WHIZARD + PYTHIA6 33,900,000 1.5523

wzp6 gaga ee 60 γγ → e+e− WHIZARD + PYTHIA6 22,500,000 0.873

wzp6 gaga tautau 60 γγ → τ+τ− WHIZARD + PYTHIA6 33,700,000 0.836

Other Processes
wzp6 ee nuenueZ e+e− → νeν̄eZ WHIZARD + PYTHIA6 2,000,000 0.033274

backgrounds due to the low τ decay ratio to electron or muon and the presence of200

neutrinos in the final state which prevents the reconstructed mass to be close to the201

nominal Z mass.202

The Feynman diagrams for all signal MC sample productions can be found in Figure 6.203

It illustrates the s-channel Feynman diagram of the Higgsstrahlung process, wherein204

the Z boson decays into various leptons (e+e−, µ+µ−, or τ+τ−) while the Higgs boson205

decays inclusively. Notably, the electron final state simulations also encompass the ZZ206

fusion, where Z bosons are radiated from incoming electrons or positrons, as depicted207

in Figure 7.208

The e+e− → ZZ process features only t-channel Feynman diagrams, as shown in209

Figure 8 since the Z does not have a trilinear gauge boson vertex. The Z boson decays210

inclusively in this process.211

In the e+e− → W+W− simulations, both s- and t-channel Feynman diagrams are212

included, with W decaying inclusively, as shown in Figure 9.213

The e+e− → ℓ+ℓ− processes are represented in Figure 10 for the s-channel, with the214

electron final states also exhibiting a t-channel.215

In a lepton collider, incoming leptons radiate photons, leading to potential interactions216

between the leptons and radiated photons or between the radiated photons them-217

selves. The Feynman diagrams for electron-photon and positron-photon processes are218

displayed in Figure 11. These processes are characterized by e−(e+)γ → e−(e+)Z,219

followed by Z → ℓ+ℓ−, where ℓ can be e, µ, or τ .220
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Photon collisions are illustrated in the Feynman diagram in Figure 12 through the221

t-channel, where ℓ can be e, µ, or τ . All processes involving photon initial states are222

simulated using the equivalent photon/electron approximation (EPA) [16].223

Figure 13 is included to comprehensively present the WW fusion processes.224

In summary, this analysis focuses on the signal process e+e− → ZH → µ+µ−H225

(e+e− → ZH → e+e−H) for the µ+µ− (e+e−) final states, with the Z boson decaying226

into a muon (electron) pair and the Higgs boson decaying inclusively. The primary227

backgrounds considered are e+e− → ZZ, e+e− → WW , and e+e− → Z/γ, while228

rare backgrounds such as τ+τ− final states and the remaining backgrounds are also229

taken into account. Various Feynman diagrams have been generated and analyzed to230

understand the different processes involved and their respective contributions.231

The relative size of these backgrounds after a simple requirement on the leptons can232

be seen in Figure 14 for both µ+µ− (left) and e+e− channels (right).233

e−

e+
Z

Z

H

l−: e−, µ−, τ−

l+: e+, µ+, τ+

Fig. 6 Feynman diagram for the process e+e− → Z(l+l−)H where l can be e, µ or τ .

e−

Z
e−

e+
Z

e+

H

Fig. 7 Feynman diagram illustrating the e+e− → e+e−H process, where a Higgs boson is produced
through the fusion of Z bosons, which are radiated from an incoming electron and positron.

e− Z

e+ Z

e−

Ze+

Z

Fig. 8 Feynman diagram for the process e+e− → ZZ, and Z decay inclusively.

11



e−

e+
Z/γ

W+

W−

e− W−

e+ W+

Fig. 9 Feynman diagram for the process e+e− → W+W−, and W+ and W− decay inclusively.

e−

e+
Z/γ

l−: e−, µ−, τ−

l+: e+, µ+, τ+

e− e−

e+ e+

Z/γ

Fig. 10 Feynman diagram for the process e+e− → ℓ+ℓ− where ℓ can be e, µ or τ .

e−

γ
e−

e−

Z

l−: e−, µ−, τ−

l+: e+, µ+, τ+

e+

γ
e+

e+

Z

l−: e−, µ−, τ−

l+: e+, µ+, τ+

Fig. 11 Feynman diagrams for the processes e−γ → e−Z(ℓ+ℓ−) and e+γ → e+Z(ℓ+ℓ−) where ℓ
can be e, µ or τ .

γ l−: e−, µ−, τ−

γ l+: e+, µ+, τ+

Fig. 12 Feynman diagram for the process γγ → ℓ+ℓ− where ℓ can be e, µ or τ .

e−

W−
νe

e+
W+

ν̄e

Z

Fig. 13 Feynman diagram for the process e+e− → νeν̄eZ with W exchange only to avoid double
counting with ZZ inclusive process.
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2.2 Muon and electron performance234

The IDEA drift chamber is very light, up to 5 % X0 in the central region and 10 % X0235

in the forward region, as can be seen from Figure 15 (left). The corresponding muon236

momentum resolution as a function of the momentum and azimuthal angle θ is shown237

on the right of Figure 15. Excellent performance is achieved with resolutions better238

than 0.1 %.239

Electrons are subjected to Bremsstrahlung and therefore have degraded performance.240

However, the Bremsstrahlung photons can be detected in the ECAL and part of the241

energy can be recovered. Especially with the crystal ECAL, the energy recovery is242

maximized. Full simulation studies have shown that the equivalent degradation of243

electron tracks in the IDEA+crystal detector amounts to a factor of 1.25 w.r.t. the244

muon track resolution1. The factor 1.25 is applied to the DELPHES simulation for245

electrons.246

Fig. 15 Left: IDEA material budget versus the cosine of the azimuthal angle θ. Right: muon momen-
tum resolution using the IDEA drift chamber.

1https://indico.cern.ch/event/1236823/contributions/5210039/attachments/2576345/4442600/
2023 01 16 winter2023 Electrons brems.pdf
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3 Event selection247

In this section, a basic and a baseline event selection are introduced, in order to focus248

on regions where the signal process is prominent and effectively suppresses background249

processes. The main backgrounds in this analysis are WW, ZZ, and Z/γ, but other250

rare processes are included as well (see Section 2 for a complete list of samples). Only251

electrons and muons are used (referred to as leptons), which can be measured with252

high precision such that tight selection cuts can be applied.253

The event selection is divided into two parts: preselection cuts (see Section 3.1), and254

kinematic cuts (see Section 3.2). An overview of all the selections and the event yields255

is presented in Section 3.4.256

3.1 Preselection cuts257

Before applying kinematic cuts to focus on the signal region, a set of preselection cuts258

is applied to leptons in order to identify whether they are likely originating from the259

e+ + e− → ZH process or background processes. The selection for the leptons is as260

follows:261

• Selection of at least 2 leptons. Ensure the event contains a minimum of two262

leptons. The leptons are directly taken from the ReconstructedParticles collection.263

• Requirement of at least one isolated lepton with Irel < 0.25. Reduce back-264

ground contributions by requiring that at least one lepton be well-separated from265

other particles (mainly semi-leptonic flavor decays). For a given lepton, the relative266

cone isolation Irel is defined as the sum of all the ReconstructedParticles momenta267

within a cone of radius ∆R < 0.5, divided by the lepton momentum.268

• Momentum threshold p > 20 GeV. Exclude low-energy leptons and minimize269

noise from soft radiation.270

• Opposite charge requirement. Ensure that the leptons have opposite charges in271

order to enhance the signal and suppress background processes.272

In case more than two leptons are present in the event, the lepton pair is selected that
minimizes the following expression:

χ2 = 0.6× (mℓℓ −mZ)
2 + 0.4× (mrec −mh)

2, (4)

with mZ = 91.2 GeV, mh = 125 GeV, mℓℓ the invariant mass of the lepton pair and273

mrec the recoil. The fractions 0.6 and 0.4 have been approximately optimized to take274

into account the different resolutions of the two terms. The χ2 encapsulates both the275

kinematic constraints on the Z and Higgs mass and therefore optimally selects the276

best lepton pair to originate from the radiating Z.277
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3.2 Kinematic cuts278

An additional set of kinematic cuts is applied to further reduce the background events279

and enhance signal purity. A set of plots motivating the selection requirements are280

given in Appendix A. The cuts are only based on the lepton information, to retain the281

Higgs decay mode independence (see Section 5 for an explicit evaluation of the decay282

mode independence).283

• Invariant mass of the di-lepton pair: 86 GeV < mℓℓ < 96 GeV (Fig. A1);284

• Di-lepton momentum: 20 GeV < pℓℓ < 70 GeV (Fig. A2);285

• Recoil mass: 120 GeV < mrec < 140 GeV (Fig. A3);286

Both preselection and kinematic cuts rely solely on the lepton properties.287

3.3 Basic and Baseline selections288

The ”basic selection” is defined as the set of preselection and kinematic cuts defined289

above. It is used for the model-independent ZH cross-section analysis.290

For the Higgs mass analysis, an additional cut is applied to further reduce Z/γ events,291

which typically contain hard ISR photons collinear to the beam and therefore left292

undetected, resulting in a peaking behavior of the direction of the missing momentum293

vector towards the forward regions, as can be seen in Fig. A4. The following cut is294

thus applied:295

• Cosine of missing momentum: |cos(θmiss)| < 0.98 (Fig. A4).296

The ”baseline selection” is thus defined as the basic selection complemented with297

this additional cut. This additional cut cannot be applied to the model-independent298

cross-section analysis since it is sensitive to Higgs decay mode containing invisible299

decays (see Section 5).300

3.4 Event yields and cut flow301

Event cut-flows, yields, and selection efficiencies for the muon and electron final states302

are shown in Fig. 16 and Table 3 respectively. It clearly indicates a strong background303

reduction while retaining the signal events to a good extent. Due to the additional t-304

channel production of Z/γ → e+e− events, this background is more abundant in the305

electron final state w.r.t. the muon final state.306
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Fig. 16 Event cutflow plots for the muon (left) and electron (right) final states.

The recoil distributions after the full event selection are shown in Fig. 17. A narrow307

distribution is obtained, as a direct result of the excellent resolution performance of308

the IDEA drift chamber. The electron channel is visibly degraded due to the 20% addi-309

tional smearing w.r.t. the muons, as explained in Section 2.2. Additionally, the WHIZARD310

electron samples contain a small fraction of VBF events which also degrades the res-311

olution. Combined with the higher backgrounds, the muon channel will dominate the312

uncertainty on the Higgs cross-section and mass.313
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Fig. 17 Recoil distributions after all cuts (including the cos(θmiss) cut) for the muon (left) and
electron (right) final states.
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4 Higgs mass measurement314

In this section, the Higgs mass analysis is outlined, aiming to estimate a realistic uncer-315

tainty with the dominant systematic effects included. The analysis uses Z(ℓ+ℓ−)H316

events, where ℓ = e or µ. Indeed, a precise measurement of the Higgs mass relies317

on an accurate lepton momentum resolution in order to precisely resolve the recoil318

mass distribution and infer the mass from it. With the IDEA drift chamber, excel-319

lent performances can be obtained for both muon and electrons, as explained in320

Section 2.2.321

The Higgs mass measurement starts with an event selection to reduce the backgrounds322

while retaining as much as possible the signal events. The baseline event selection323

is described in Section 3. In order to further enhance the sensitivity on the Higgs324

mass uncertainty, the events are categorized according to their lepton azimuthal angle,325

driven by the material differences. The effect on the resolutions and recoil distributions326

is explained in Section 4.1.327

To infer the Higgs mass uncertainty, a maximum likelihood fit is deployed using the328

RooFit-based CMS Combine tool. For this, two steps are necessary: the analytic329

modeling of the signal and background shapes, and the dependency of the analytic330

shapes on the Higgs mass in order to perform the horizontal morphing. Both steps are331

explained in detail in Section 4.2. Similarly, the background modeling is described in332

Section 4.3. The analytic models are then used to construct the likelihood, which is333

minimized to the Asimov dataset in order to extract the uncertainty on the Higgs mass.334

Results are discussed in Section 4.4, whereas other fit configurations are discussed in335

Section 4.5.336

4.1 Event categorization337

Due to the material dependency in the central and forward regions of the detector,338

the events are classified into three distinct categories, based on whether the azimuthal339

angle θ of the lepton is central (0.8 < θ < 2.34 rad) or forward (the complementary340

azimuthal space):341

• Central-central (CC): both leptons are in the central region of the detector;342

• Central-forward (CF): one lepton is central and the other lepton is forward;343

• Forward-Forward (FF): both leptons are in the forward region of the detector.344

In the end, a total of 6 categories are used in the final fit: 3 for the muon and 3 for the345

electron final states. The different recoil distributions for all categories are shown in346

Fig. 18. All the categories are fitted simultaneously in the final fit to retain the total347

statistical power of the selected events. The advantage of such categorization is that348

the different recoil resolutions are separated in the fit, leading to a higher sensitivity349

to the Higgs mass (see Section 4.4). Another advantage of the categorization is that it350

eases the parameterization of the signal shapes (see next paragraph) because different351

resolution components are decoupled.352

19



122 123 124 125 126 127 128 129 130 131 132

Recoil mass (GeV)

0

100

200

300

400

500

600

700

800

E
ve

nt
s

Leptons central

Leptons central+forward

Leptons forward

1− = 240 GeV, 10 absSimulation FCCee

122 123 124 125 126 127 128 129 130 131 132

Recoil mass (GeV)

0

100

200

300

400

500

600E
ve

nt
s

Leptons central

Leptons central+forward

Leptons forward

1− = 240 GeV, 10 absSimulation FCCee

Fig. 18 Categorized recoil distributions for the muon (left) and electron (right) final states.

4.2 Signal modeling353

It is important to accurately model analytically the recoil signal shapes in the recoil354

mass range of mrec ∈ [120, 140] GeV. Both the peak and tails are important to capture355

all possible effects such as lepton resolution, initial state radiation, and beam energy356

spread. All processes and uncertainties leading to deviations in the distribution should357

be taken into account as systematic uncertainties.358

In the current analysis, the signal shapes have to be modeled for each of the 6 cat-359

egories. To be complete, also the inclusive muon and electron shapes are considered360

(i.e. without azimuthal categorization). Throughout this section, the inclusive muon361

category is used as an example, but the procedure is applied to the other categories.362

All the fits and plots are given in Appendix B.363

Typically, recoil distributions are modeled using a (double) Crystal-Ball function364

(DSCB). This function has 7 degrees of freedom: the overall normalization, mean,365

width, and 2 parameters each describing the left and right-hand tails of the distribu-366

tion. The result after fitting the 125 GeV sample to the DSCB is shown in Figure 19367

(left). Both the peak and tails are not well modeled, and this cannot be solved by368

optimizing the initial fit parameters. Therefore a more appropriate description of the369

recoil distribution is needed having more degrees of freedom.370

After various attempts, a combination of two single-sided (mirrored) Crystal-Ball func-371

tions plus a Gaussian was proven to model the signal sufficiently well (2CBG). Both372

Crystal-Ball functions share the same mean and width, though the offsets and tails373

are independent. The Gaussian is added to cope with the transition of the peak to374

the tails, therefore it has a separate mean and width. The total PDF is given by the375

following equation:376
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Fig. 19 Signal modeling with DSCB (left) and 2CBG (right).

pdfrec = cb1CB(µ, σ, α1, n1) + cb2CB(µ, σ, α2, n2) + Gauss(µgt, σgt) (5)

Two coefficients cb1 and cb2 regulate the normalization of the Crystall-Ball functions,377

whereas the normalization of the Gaussian is constrained to the unity normalization378

of the PDF. However, both Crystal-Ball functions are dominant in normalization (≈379

85 %) and the Gaussian term contributes only to ≈ 15 %. In total, the pdf contains380

10 degrees of freedom, sufficient to properly model the signal template, as shown in381

Fig. 19 (right). In Fig. 20 (left), the decomposition of the 3 terms in the recoil PDF382

for mh = 125 GeV is shown, clearly indicating the contribution of each term.383

In order to know the impact of the Higgs mass on the recoil shape and the parameters of384

the 2CBG PDF, additional samples around the nominal mass sample of mh = 125 GeV385

were generated (± 50 MeV and ± 100 MeV). Each mass sample is fitted to the 2CBG386

PDF and the parameters are extracted (see Appendix B for all plots). No strong biases387

relative to the statistical uncertainties are observed for all the recoil mass fits.388

The 10 fit parameters from the 2CBG PDF are then parameterized as a function of389

mh, such that the entire signal model depends only on mh and the functions used.390

It was found that only the means (both µ and µgt) and overall normalization (due391

to varying cross-section as a function of mh) do depend significantly on the Higgs392

mass, whereas the other parameters are nearly constant. This means that the shape393

is rather independent of the mass (in the vicinity of 125 GeV), but only a linear shift394

of the mean as a function of mh. All the 10 parameters, whether constant or not, are395

interpolated using splines and are shown in Appendix B. As an example, in Fig. 21396

(left), the mean (µ) spline as a function of mh is shown. A good linear dependency is397

observed.398
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Fig. 20 Decomposition of the 3 terms in the recoil PDF for 125 GeV (left), fitted recoil distributions
for different masses around 125 GeV (right).
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Fig. 21 Left: example spline for the mean; Right: backgrounds modeling using a third-order Bern-
stein polynomial.

4.3 Background modeling399

The modeling of the background is easier due to its smoothly falling behavior in the400

recoil mass range of mrec ∈ [120, 140] GeV. Because there is no constraint power401

for the individual backgrounds, all the backgrounds are merged together in a single402

process. The total background is modeled as a third-order polynomial, as shown in403

Figure 21 (right). Bernstein polynomials have been chosen which are positive-definite404

in the (re-scaled) range of [0, 1] which enhances the stability during the fit. The three405

coefficients of the polynomial are kept constant, whereas the total normalization is406

kept floating.407
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Fig. 22 Likelihood scan statistical-only (left) and statistical+systematics (right).

4.4 Results408

Statistical tests and fits are performed using the parameterized signal and background409

shapes, within the framework of Combine, the CMS statistical framework developed in410

the context of Higgs analyses. The signal and background analytical shapes are fitted411

to the pseudo-data Asimov dataset (i.e. randomized per-bin events with a mean equal412

to the sum of signal+background). As a reference, the 125 GeV signal sample has been413

chosen to construct the Asimov dataset. During the fit, the Higgs mass mh and the414

background normalization are left floating, where the 2CBG is fully parameterized as415

a function of mh using splines. A likelihood scan is performed to extract the Higgs416

mass with robust uncertainties.417

Several systematic uncertainties are incorporated in the fit. An overview and discus-418

sion of the systematic sources are given in Section 6 (the nuisances are shared with the419

cross-section analysis). They all affect the shape of the recoil distribution and there-420

fore the alternative shapes also need to be parameterized using the 2CBG as PDF.421

Such shape variations are incorporated in the Likelihood using a strength parameter422

ξ, where ξ = ±1 means the Up/Down variations and ξ = 0 the nominal value (there is423

one parameter per nuisance). This floating parameter enters the likelihood as a multi-424

plicative Gaussian term. They act only on the signal parameters describing the 2CBG425

and were derived only for the 125 GeV signal sample. It is assumed their magnitude426

is equal for all the mass points around the vicinity of 125 GeV. The backgrounds427

are not taken into account by these nuisances, as it is assumed they only act on the428

normalization with a negligible shape effect. Therefore their potential normalization429

is absorbed by the overall background normalization. This can change when includ-430

ing control regions to constrain certain nuisances, but this is out of the scope of this431

study.432

A likelihood scan is performed for the simultaneous fit, combining the 3 muon and 3433

electron channels. The results are shown in Fig. 22. On the left plot, the statistical-only434
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uncertainty scans are shown (without systematics). A combined result of 2.67 MeV is435

obtained at 68 % confidence level. The result is driven by the muon channel; the elec-436

tron channel improves the result by 25 %. On the right plot, the statistics+systematic437

likelihood scans are shown. A total uncertainty of 3.28 MeV is obtained at 68 %.438

Compared to the statistical-only result, the systematics degrade the result by 20 %,439

therefore the Higgs mass analysis is statistically dominated.440

A breakdown of the nuisances and their impact is shown in Figure 23 (left). The441

dominant uncertainty is the center-of-mass energy, which is estimated to be 2 MeV442

and directly scales the uncertainty on the mass (see Section 6.3). The other nuisances443

impact the analysis with less than 1 MeV, in agreement with the back-of-the-envelope444

calculations shown in Section 6. In Figure 23 (right), the equivalent breakdown is445

shown, but when using an uncertainty of 6 % of the beam energy spread (see next446

paragraph for a discussion).447
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Fig. 23 Uncertainty breakdown on the mass analysis for the nominal fit with BES 1 % (left) and
BES 6 % (right). The slight differences in impact for the other nuisances are due to the correlations
between them.
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4.5 Auxiliary fits448

Several auxiliary fits in different configurations have been performed to check depen-449

dencies and impacts. The studies and results are performed on using the nominal450

categorized fit configuration, but mainly based on statistical-only fits unless stated451

otherwise. A list is given below, and the uncertainties are tabulated in Table 4. Their452

impact on the recoil distribution is visually represented in Fig. 24.453

1. Inclusive fits: Instead of categorizing the events in 3 (or 6) azimuthal categories,454

the fit is performed in a single category for the muon and electron final states. The455

uncertainty on the mass degrades by 20 %.456

2. Degrading electron resolution: The current modified IDEA detector with a457

crystal calorimeter is very optimistic, whereas the default IDEA design relies on458

the Dual Readout calorimetry. The lack of crystals strongly reduces the electron459

resolution performance. To assess such degradation, the electron resolution was460

smeared twice as much as the muons (instead of 1.25 using crystals). The electron-461

only sensitivity got reduced by a factor of 15 % (from 6.18 MeV to 7.19 MeV, stat.462

only), whereas the total statistical uncertainty (with muons combined) got reduced463

with a factor of 5 % (from 2.67 MeV to 2.82 MeV). The relative gain from the464

electrons reduces from 25 % to 20 %.465

3. Magnetic field: The magnetic field was increased from 2 to 3 Tesla, leading to a466

better momentum resolution (the resolution scales approximately with ∝ 1/B). The467

uncertainty on the Higgs mass improved by 15 %. The rather limited improvement468

is due to the beam energy spread, which degrades the recoil distribution.469

4. Silicon tracker: The drift chamber is replaced by a full silicon tracker. Due to470

the enhanced multiple scattering (more material), the resolution is expected to471

degrade, especially for low-momentum leptons (the resolution scales approximately472

with ∝ 1/
√
X0). Indeed, the uncertainty on the Higgs mass increased by 20–25 %.473

5. Increased BES uncertainty: In the nominal case, the BES is estimated to be474

accurate up to 1 %, based on radiative return events (see Section 6.1). An accuracy475

of 6 % is obtained from the accelerator bunch length monitoring only. This 6 %476

BES uncertainty was evaluated on the Higgs mass and it degraded the uncertainty477

with 3 %. The resulting impacts are shown in Fig. 23 (right), where the absolute478

impact on the BES increased from 0.11 MeV to 1.00 MeV.479

6. Switching off BES: The beam energy spread of 0.185 % strongly contributes to480

the broadening of the recoil distribution. The effect has been studied by switching481

off entirely the beam energy spread in the analysis. Based on statistical-only studies,482

the improvement in the Higgs mass uncertainty is about 40-45 %.483

7. Ideal resolution: After the event selection, the reconstructed muon kinematics484

is replaced by the generator-level kinematics, to mimic the ideal resolution (but485

realistic backgrounds and event selection). The improvement in the Higgs mass was486

found to be 25 %.487

8. Freeze backgrounds: Freezing the normalization of the background does not488

change the uncertainty on the Higgs mass, as both shapes are very distinct489

and operate orthogonally (the mass moves horizontally whereas the background490

normalization moves vertically).491
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9. Remove backgrounds: The effect on the backgrounds was evaluated by running492

the fit without backgrounds. For the combined fit, statistical only, the uncertainty493

on the Higgs mass is improved with 20 %.494

Table 4 Statistical uncertainty on the Higgs mass (MeV) for various fit configurations.
Fits are performed using the nominal categorization unless stated otherwise. The values
in brackets represent the statistical+systematic uncertainties. Values are normalized to
an integrated luminosity of 10 ab−1. (*) The beam energy spread uncertainty for the
electron channel is not taken into account.

Fit configuration µ+µ− channel e+e− channel combination

Nominal 3.49 (4.27) 4.38 (4.72) 2.67 (3.28)

Inclusive 4.11 (4.79) 5.26 (5.73) 3.19 (3.89)

Degradation electron resolution (*) 3.49 (4.27) 5.09 (5.70) 2.82 (3.66)

Magnetic field 3T 2.89 (3.79) 3.59 (4.38) 2.20 (3.27)

CLD 2T (silicon tracker) 4.56 (5.32) 4.93 (5.48) 3.26 (3.99)

BES 6% uncertainty 3.49 (4.35) 4.38 (5.00) 2.67 (3.42)

Disable BES 1.92 (3.15) 2.52 (3.46) 1.50 (2.70)

Ideal resolution 2.67 (3.44) 3.29 (3.94) 2.02 (2.96)

Freeze backgrounds 3.49 (4.27) 4.38 (4.72) 2.67 (3.27)

Remove backgrounds 2.86 (3.69) 3.26 (3.47) 2.11 (2.64)
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Fig. 24 Visual impact of the various fit configurations on the recoil distribution.
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5 ZH cross-section measurement495

Unlike the mass measurement in Section 4, where strict selections can be applied to496

increase the signal significance, in the cross-section measurement model independence497

of the Higgs decay modes must be maintained.498

The recoil mass technique, as detailed in Section 1.2, provides a unique opportunity499

to measure the cross-section of the e+ + e− → ZH production mode in a Higgs decay500

model-independent manner. Thus, any deviation from the Standard Model prediction501

would indicate the presence of new physics.502

During the mass measurement, we applied the selection |cos(θmiss)| < 0.98 to reduce503

the Z → ℓ+ℓ− events. However, this selection introduces a bias towards Higgs504

decays involving neutrinos (or any non-Standard Model invisible decays) which induce505

intrinsic missing momentum, causing these events to be rejected.506
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Fig. 25 Selection efficiency of the different Higgs decay modes with Z → µ+µ− (top row) and Z →
e+e− decay mode (bottom row). The left column shows the selection efficiency with the basic selection
(without cos(θmiss) cut), and the right column shows selection efficiency with baseline selection (with
cos(θmiss) cut).
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The selection efficiency of the various Higgs decay modes for Z → µ+µ− (top) and507

Z → e+e− decay mode is examined in Figure 25. The left plots delineate the selection508

efficiency applying basic selection criteria, excluding the cos(θmiss) cut. In contrast, the509

plots on the right exhibit the selection efficiency when the baseline selection criteria510

are employed, inclusive of the cos(θmiss) cut, clearly indicating a violating of the Higgs511

decay mode independency.512

In the e+ + e− → ZH cross-section measurement, after applying the basic selec-513

tion criteria detailed in Section 3, we do not use the cos(θmiss) cut and replace it514

with a Boosted Decision Tree (BDT) approach to further reject the background. This515

alternative method provides a more accurate representation of the Higgs decay pro-516

cesses involving neutrinos while preserving model independence in the cross-section517

measurement.518

5.1 Boosted Decision Tree519

The Boosted Decision Tree (BDT) is a machine-learning algorithm that has been520

widely used in high-energy physics since its introduction in 2005 [17]. As a supervised521

learning algorithm, BDT combines the strengths of decision trees with the boost-522

ing technique, enhancing the performance and accuracy of the model. XGBoost [18]523

package is employed to perform the BDT study in this work.524

5.1.1 Training samples525

A distinct dataset, which is orthogonal to the dataset presented in Table 2, has526

been specifically generated for the purpose of BDT training and validation. This527

approach is designed to ensure minimal bias and enhance the model’s generalization528

capabilities.529

In the case of the µ+µ− (e+e−) channel, all signal events that meet the basic selection530

criteria, without cos(θmiss) cut, are utilized for the training process. To maintain a531

balanced training and validation set, the total number of background training samples532

is set to match the total number of signal samples. Within the various background533

processes, the number of events allocated for training is determined based on a propor-534

tionality factor, which is the product of each process’s cross-section and cut efficiency.535

By adhering to this proportional distribution, the training set can better represent the536

underlying characteristics of the different processes.537

The training samples are equally separated into training and validation datasets, where538

the training dataset is used to train the BDT model while the validation dataset is539

used to verify the performance and generalization of the BDT model, which ensures an540

unbiased evaluation of the BDTmodel’s performance and robustness. This partitioning541

strategy prevents over-fitting and allows for a more accurate estimation of the model’s542

performance on unseen data.543

The specific breakdown of signal and background events for both the µ+µ− and e+e−544

channels is documented in Table 5 and Table 6 respectively. Employing this training545

strategy, along with the equal separation of training and testing datasets, the BDT546
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model can achieve a more accurate and robust performance, ultimately contributing547

to a more reliable analysis in the context of this paper.548

Table 5 Training Samples for muon channel. They are all produced at a center-of-mass energy of
240 GeV.

Sample Name Process Generator Training cross-section
+ Validation (pb)

Higgs Processes
wzp6 ee mumuH e+e− → µ+µ−H WHIZARD + PYTHIA6 873007 0.0067643

Diboson Processes
p8 ee ZZ e+e− → ZZ PYTHIA8 59261 1.35899
p8 ee WW mumu e+e− → WW → µ+νµµ−ν̄µ PYTHIA8 62966 0.25792

Dilepton Processes
wzp6 ee mumu e+e− → µ+µ− WHIZARD + PYTHIA6 551655 5.288

Electron Photon Processes
wzp6 egamma eZ Zmumu e−γ → e−Z(µ+µ−) WHIZARD + PYTHIA6 28662 0.10368
wzp6 gammae eZ Zmumu e+γ → e+Z(µ+µ−) WHIZARD + PYTHIA6 28512 0.10368
Photon Photon Processes

wzp6 gaga mumu 60 γγ → µ+µ− WHIZARD + PYTHIA6 141949 1.5523

Table 6 Training Samples for electron channel. They are all produced at a center-of-mass energy of
240 GeV.

Sample Name Process Generator Training cross-section
+ Validation (pb)

Higgs Processes
wzp6 ee eeH e+e− → e+e−H WHIZARD + PYTHIA6 769907 0.0067643

Diboson Processes
p8 ee ZZ e+e− → ZZ PYTHIA8 29894 1.35899
p8 ee WW ee e+e− → WW → e+νee−ν̄e PYTHIA8 34874 0.25792

Dilepton Processes
wzp6 ee ee Mee 30 150 e+e− → e+e− (30-150 GeV) WHIZARD + PYTHIA6 660832 8.305

Electron Photon Processes
wzp6 egamma eZ Zee e−γ → e−Z(e+e−) WHIZARD + PYTHIA6 7883 0.05198
wzp6 gammae eZ Zee e+γ → e+Z(e+e−) WHIZARD + PYTHIA6 7887 0.05198
Photon Photon Processes

wzp6 gaga ee 60 γγ → e+e− WHIZARD + PYTHIA6 28534 0.873

5.1.2 Input variables549

In this study, a variety of input variables were selected for the Boosted Decision Tree550

(BDT) training, with a primary focus on lepton-related variables. Given that the551

fundamental selection criteria require the presence of a minimum of two leptons, infor-552

mation pertaining to both leptons was incorporated into the BDT training process.553

In addition to these lepton-related variables, Higgsstrahlung-related and polarization-554

related variables can also be considered for inclusion in the BDT training to further555

improve the classification performance, but they are not applied in this paper.556
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To maintain consistency between the µ+µ− and e+e− channels, the same set of557

variables was applied to both channels. The BDT input variables, along with their558

descriptions, are listed in Table 7. Plots of the input distributions are given in559

Appendix C.560

Table 7 Input variables for BDT training. The
leading or sub-leading lepton is sorted by the lepton
momentum.

Variable Description

pℓ+ℓ− Lepton pair momentum
θℓ+ℓ− Lepton pair polar angle
mℓ+ℓ− Lepton pair invariant mass
plleading

Momentum of the leading lepton

θlleading
Polar angle of the leading lepton

plsubleading
Momentum of the subleading lepton

θlsubleading
Polar angle of the subleading lepton

∆ϕℓ+ℓ− Acoplanarity of the lepton pair
∆θℓ+ℓ− Acolinearity of the lepton pair

The variables under consideration can be classified into three categories. The first561

category consists of pℓ+ℓ− , θℓ+ℓ− , and mℓ+ℓ− , which encapsulate the information per-562

taining to the lepton pair cluster. The second category is composed of plleading , θlleading ,563

plsubleading
, and θlsubleading

, each of which contributes to the understanding of individ-564

ual leptonic attributes. The third and final category is represented by ∆ϕℓ+ℓ− and565

∆θℓ+ℓ− , which elucidate the spatial relationship between the two leptons.566

These variables serve as input features for the BDT, assisting the algorithm in567

distinguishing between signal and background events in both the µ+µ− and e+e−568

channels. With these variables, the BDT is able to achieve a high level of classification569

performance, improving the overall sensitivity of the analysis.570

5.1.3 Hyper-parameters571

Hyper-parameters serve a crucial role in the configuration of the BDT model.572

The specific values of the hyper-parameters utilized for the BDT model in this study573

are listed in Table 8. The hyper-parameters not explicitly defined here are assigned574

their default values in the XGBoost framework.575

It is important to note that the nomenclature of these hyper-parameters is con-576

textual and specific to XGBoost. Thus, their denotation might vary in other BDT577

applications.578

5.1.4 BDT Performance579

The results from the BDT training are presented in this section. The performance of580

the BDT model is demonstrated by the distribution of BDT scores, feature importance581
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Table 8 Values of the
Hyper-parameters utilized for
the BDT model training.

Parameter Value

n estimators 350
learning rate 0.20
max depth 3
subsample 0.5
gamma 3
min child weight 10
max delta step 0
colsample bytree 0.5

of input variables, efficiency, and various performance metrics, including the ROC582

curve, area under the curve (AUC), error curve, and log loss curve.583
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Fig. 26 BDT distributions for µ+µ− (left) and e+e− (right) channel signal and background events
from the training (solid) and test (dashed). The BDT model demonstrates consistent performance
for both channels, as signal events are predominantly found in regions with high BDT scores, while
background events are concentrated at low BDT scores.

Figure 26 shows the BDT score distributions for the µ+µ− and e+e− channels, com-584

paring the signal and background events from the training and validation datasets.585

The BDT model exhibits consistent performance for both channels, with signal586

events predominantly located in regions with high BDT scores and background events587

concentrated at lower BDT scores.588

Figure 27 presents the BDT efficiency curves for both µ+µ− (left) and e+e− (right)589

channels. The curves illustrate the discrimination power of the BDT model, with the590

signal events showing higher efficiency compared to background events. This repre-591

sentation highlights the effectiveness of the BDT model in separating the signal and592

background. The relative importance of input variables for the µ+µ− and e+e− chan-593

nels is displayed in Figure 28. This representation highlights the contribution of each594

variable in the decision-making process of the BDT model.595

31



0.0 0.2 0.4 0.6 0.8 1.0
BDT score

0.0

0.2

0.4

0.6

0.8

1.0

1.2

E
ffi

ci
en

cy

FCC-ee Simulation Z(µ+µ−)H

mumuH

ZZ

WWmumu

Zll

egamma

gammae

gaga mumu

0.0 0.2 0.4 0.6 0.8 1.0
BDT score

0.0

0.2

0.4

0.6

0.8

1.0

1.2

E
ffi

ci
en

cy

FCC-ee Simulation Z(e+e−)H

eeH

ZZ

WWee

Zll

egamma

gammae

gaga ee

Fig. 27 BDT efficiency curve for µ+µ− (left) and e+e− (right).

Figure 29 shows the ROC curves for the µ+µ− (left) and e+e− (right) channels. The596

x-axis represents the false positive rate (FPR), and the y-axis represents the true597

positive rate (TPR). Performance metrics such as the AUC (Figure 30), error curve598

(Figure 31), log loss curve (Figure 32), further illustrates the effectiveness of the BDT599

model for both the µ+µ− and e+e− channels.600

The good agreements between the curves of the training and validation dataset in601

all these BDT performance plots reveal the model’s ability to discriminate between602

signal and background events effectively, providing a comprehensive understanding of603

its generality.604
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Fig. 28 Feature importance of the input variables for µ+µ− (top) and e+e− (bottom).
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Fig. 30 Area under the ROC curve (AUC) for µ+µ− (left) and e+e− (right).
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Fig. 31 Classification error curves for µ+µ− (left) and e+e− (right).
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Fig. 32 Log loss curve for µ+µ− (left) and e+e− (right).
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5.2 Fitting strategy605

The mrec distribution is first used as the fitted shape to extract the signal yield, the606

same as the mass measurement in Section 4 but with a template fit (binned instead607

of parametric). After applying the BDT cut on the score > 0.3, the background shape608

is distorted, which introduces uncertainties on the background shape, as shown in609

Figure 33.610
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Fig. 33 mrec distribution for the µ+µ− (left) and e+e− (right) channels in linear scale with basic
selection, BDT score > 0.3 is applied, i.e. without the cos(θmiss) cut.

For the cross-section measurement, the signal yield is the only parameter of interest,611

thus the precise distribution of the signal shape is not required. Therefore, the binned612

fit method is introduced to avoid bias on the shapes. The model-independent after613

BDT cuts are also verified, but this prevents us to use a more powerful BDT model.614

With more powerful input variables used in the training, the BDT cut will be more615

powerful but potentially break the model-independent requirement.616

In Section 5.2.2, the BDT score shape is introduced as the fitted shape can avoid617

applying the BDT cuts, thus the model-independent requirement is always satisfied618

(due to the basic selection that was proven already to be model-independent).619

A binned fit method was employed utilizing the mrec in Section 5.2.1 or BDT response620

distribution in Section 5.2.2.621

5.2.1 Fit on recoil mass distribution622

The mrec distribution is first used as the fitted shape to extract the signal yield, the623

same as the mass measurement in Section 4.624

Figure 34 displays the mrec distributions for the µ+µ− and e+e− channels with basic625

selection. Figure 35 shows the mrec distributions for the µ+µ− and e+e− channels626

with baseline selection, i.e. basic selection with the additional cos(θmiss) cut.627
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Fig. 34 mrec distribution for the µ+µ− (left) and e+e− (right) channels in linear scale with basic
selection, i.e. without the cos θmissing cut.
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Fig. 35 mrec distribution for the µ+µ− (Left) and e+e− (Right) channels in linear scale with
baseline selection, i.e. with the cos θmissing cut.

The binned fit is applied on the mrec distribution on both the baseline selection and628

baseline without cos(θmiss) cut.629

The log-likelihood scans on baseline shape are depicted in Figure 36 (left). Fitting the630

baseline selection results in 0.71 % and 0.86 % uncertainty on the cross-section for631

µ+µ− and e+e− respectively. The µ+µ− and e+e− combined fit lower the uncertainty632

down to 0.55 %. The µ+µ− channel is the dominant channel while e+e− improves the633

uncertainty by 23 %.634

Removing the cos(θmiss) cut ensures model-independency but increases the cross-635

section uncertainty, from 0.55 % to 0.93 % (i.e. by 69 %), for the µ+µ− plus e+e−636
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Fig. 36 Comparison of log-likelihood fit results: the left panel shows the fit results using mrec as the
input parameter, while the right panel presents the fit results obtained without the cos(θmiss) cut.
The differences in the fit profiles illustrate the impact of including or excluding the cos(θmiss) cut on
the fitting process.

channel combined result. The individual results are 1.14 % and 1.59 %, for the µ+µ−
637

and e+e− channels respectively.638

5.2.2 Fit on BDT score distribution639

Since the cross-section is only related to the signal yield, it can be extracted by fitting640

on any variable. After training the BDT model, the BDT score became the most641

powerful variable to separate signal and background events. Therefore, the BDT score642

distribution is the best candidate for fitting among all the variables.643

Figure 37 shows the BDT score distributions for both the µ+µ− (left) and e+e−644

(right) channels in a logarithmic scale, after basic selection, highlighting the signal and645

background shapes used in the template fit. The events in these plots are normalized646

by the luminosity (10 ab−1) and cross-section, which enables a direct comparison of647

the different distributions. In both panels, the signal events are represented by a red648

line, while the background events are shown as a stacked histogram.649

The main purpose of these plots is to illustrate the distinct shapes of the signal and650

background distributions, which are crucial for the binned fitting procedure. The nor-651

malization by luminosity and cross-section ensures that the distributions are presented652

on a scale that reflects the events that could be collected in the detector, enabling653

the comparison of their shapes and the assessment of the binned fitting procedure’s654

performance.655

Furthermore, the overlaid fitting templates, which are the expected distributions used656

in the fitting process, demonstrate a good agreement with the actual BDT score distri-657

butions. This confirms that the template fitting procedure is reliable and can effectively658

capture the features of the signal and background events.659
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Fig. 37 BDT score distributions and fitting templates for the µ+µ− (left) and e+e− (right) channels
in log scale. The distributions demonstrate the BDT model’s ability to effectively differentiate signal
and background events, while the overlaid templates represent the expected distributions used in the
fitting process.
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Fig. 38 Log-likelihood fit results using the BDT score as the input parameter. The fit profile demon-
strates the differences in the fitting process when employing an alternative input parameter. The left
plot shows the fit results only considering statistical uncertainty while the right plot includes the BES
1 %, center-of-mass, lepton momentum scale as systematic uncertainties.

When fitting on the BDT score with the basic selection, the uncertainty for the µ+µ−
660

channel is 0.778 % and 0.947 % for the e+e− channel, while the combined uncertainty661

becomes 0.603 % (see Fig. 38). The µ+µ− is here also the leading channel and e+e−662

improves the uncertainty by 22 %.663

By employing the binned fit method using the BDT score, the analysis gains enhanced664

sensitivity and precision in estimating the signal yields for the µ+µ− and e+e−665
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channels in a model-independent way and have a sensitivity comparable to the model-666

dependent analysis which uses the cos(θmiss) cut (0.60 % vs. 0.55 %). Including the667

BES 1 %, center-of-mass, lepton momentum scale as systematic uncertainties increase668

the combined uncertainty to 0.609 % (0.603 % for statistical only). The BES is the669

leading systematic uncertainty which has about 0.08 % impact on the results. Center-670

of-mass, muon scale, and lepton scale are negligible (see Fig. 39 for the uncertainty671

breakdown).672
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Fig. 39 Uncertainty breakdown on the cross-section analysis. TODO: Check this plot

5.3 Conclusion673

A BDT approach has been introduced to replace the cos(θmiss) cut to ensure the674

model-independency of the ZH cross-section measurement. Binned fits are applied on675

both mrec and BDT score distributions to obtain the uncertainties on the cross-section676

measurements.677

Removing the cos(θmiss) cut increases the uncertainty on the ZH cross-section by 69 %678

(0.55 % to 0.93 %).679

Changing the fit distribution from mrec to the BDT score distribution, the uncertainty680

on the ZH cross-section is improved from 0.93 % to 0.60 %. It becomes comparable to681

the result obtained when fitting on mrec with the model-dependent baseline selection682

(0.55 %), while the model independency is preserved.683

The final result is predominantly due to the µ+µ− channel, with the electron-electron684

channel contributing to a 23 % improvement.685
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6 Sources of systematic uncertainties686

In this section, the main sources of systematic uncertainties are addressed, and their687

impact on both the cross-section and mass measurements is estimated. Several sources688

of systematic uncertainty must be taken into account when building the test statistic689

used to extract the proper uncertainties on the Higgs mass and cross-section. Such690

sources are modeled in the test statistic as nuisance parameters, with the effect of691

either changing the event rate of the considered signal and background processes (rate692

uncertainties) or changing the shape of the recoil mass template distributions (shape693

uncertainties). Depending on their type, experimental and theoretical uncertainties694

are propagated as shape or normalization uncertainties to the recoil mass and eventual695

other distributions such as control regions.696

Nuisances are propagated to the Likelihood by Gaussian constraint terms centered697

around their zero-values (i.e. µ = 0). The magnitude of the uncertainty, being the698

width σ that enters the Gaussian constraint term, is estimated by an educated guess699

or by additional studies. For each of the relevant systematics, their magnitude is700

estimated in this section. The impact of the nuisances and the breakdown are discussed701

in the relevant sections for the mass and cross-section.702

Note that not all uncertainties are implemented yet in the fit. In particular, ISR, FSR,703

lepton resolution, signal and background modeling uncertainties have to be evaluated704

more precisely before being implemented in these analyses.705

6.1 Beam Energy Spread (BES)706

At a center-of-mass energy of
√
s = 240 GeV, the nominal (Gaussian) beam energy707

spread is equal ±0.185% per beam, or equivalently 222 MeV (cfr. CDR). This energy708

spread is enabled in the WHIZARD and Pythia event generators as independent Gaus-709

sian smearings2. The effect on the final recoil distribution is shown in Figure 40. A710

significant broadening of the mass peak is observed.711

The beam energy spread is subject to uncertainties related to the accelerator equip-712

ment (RF cavities and monitoring). As the BES has an impact on the recoil mass713

peak, it is important to quantify this effect and estimate the impact on the mass and714

cross-section measurements. We describe two methods to estimate the uncertainty of715

the BES:716

1. Accelerator instrumentation: the bunch length can be monitored at the ps level717

or better, which is equivalent to c × 1 ps = 0.3 mm. Since the bunch length at718 √
s = 240 GeV is 5.3 mm, this corresponds to a beam energy spread uncertainty719

of about 0.3 / 5.3 = 6 % (or better).720

2. Data-driven: using ee → ff(γ) events by measuring the longitudinal imbalance of721

di-muon spectrum and/or Bhabha during the fill. This could constrain the BES722

uncertainty to 1 %.723

2In Pythia 8.X.X, both beam smearings are varied simultaneously.
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Fig. 40 Effect of the beam energy spread (0 and 222 MeV) on the Z(µ, µ)H recoil mass distribution.

In order to assess the impact of the BES uncertainties on the recoil mass distribution,724

two perturbed signals at the nominal Higgs mass value of 125 GeV were generated with725

±6 % and ±1 % of BES uncertainty respectively w.r.t. the nominal BES value. The726

results and ratios w.r.t. the nominal are shown in Figure 41. For the ±6 % variations,727

a shape effect of 1-2 % is observed near the mass peak, whereas the impact on the728

±1 % variations is reduced substantially.729

The perturbed samples are fitted with the 2CBG PDF where the norm, CB µ, and CB730

σ are free parameters, keeping the other parameters as their nominal values derived731

from the central sample (nominal BES).732
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Fig. 41 Effect of the beam energy spread uncertainty (±6 % left, ±1 % right) on the Z(µ, µ)H
recoil mass distribution.
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6.2 Initial State Radiation (ISR)733

Initial State Radiation uncertainties arise from the mis-modeling of the ISR spectra734

in Monte-Carlo generators. It mainly affects the high-mass tails of the recoil mass735

distribution as can be seen from Figure 42 (left) where the comparison has been made736

between switching ON and OFF the ISR uncertainty in WHIZARD. Apart from a small737

shift of the peak, the distribution broadens and the effect becomes more important738

in the high-mass tail of the distribution, as can be expected from the recoil mass739

formula.740

The main goal is to derive a valid (shape) uncertainty for the ISR spectra, in order to741

evaluate its impact on the mass and cross-section measurements. Estimating the ISR742

uncertainty by taking the ISR OFF distribution is too drastic (cf. Figure 42) and will743

yield a large overestimation of the ISR uncertainty. Therefore, in the next paragraph,744

the ISR uncertainty with WHIZARD will be re-evaluated. Afterward, WHIZARD will be745

compared to the state-of-the-art KKMC Monte-Carlo generator.746
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Fig. 42 Effect on the recoil mass distribution by switching OFF the ISR treatment (left) and by
switching OFF the photon spectrum only (right).

As the WHIZARD ISR spectrum is quasi-identical to KKMC (see later) and there is a lack747

of handles to perturb the ISR in WHIZARD, currently ISR is not included as a systematic748

uncertainty.749

6.2.1 ISR treatment in WHIZARD750

There are two handles in WHIZARD to treat ISR uncertainty:751

1. Order of the QED radiation approximation;752

2. Binary flag related to giving a non-zero pT spectrum to the photons (strict colinear753

approximation). An ad-hoc distribution for the photon spectrum is applied.754
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The effect on the latter, by switching OFF the photon pT spectrum is shown in Figure755

42 (right). A strong shape dependency is observed around the mass peak, but also on756

the tails despite being hardly visible due to the large statistical error bars.757

This perturbed distribution was used to evaluate the impact of the ISR uncertainty758

on the mass and cross-section. The distribution is symmetrized around the central one759

(i.e. with nominal ISR). It was found that the impact is quite large due to its strong760

shape dependency, therefore this approach is very conservative. It is believed that the761

theoretical ISR uncertainties are much lower and more studies are to be performed to762

further reduce this uncertainty to a reasonable level.763

6.2.2 Comparison with KKMC764

KKMC is a state-of-the-art Monte-Carlo generator for ee → ff production, where the ISR765

treatment is known to be modeled properly. A comparison has been made between766

KKMC and WHIZARD in the ee → µµ at
√
s = 240 GeV with ISR enabled but BES767

and FSR disabled, in order to assess only the ISR performance in WHIZARD (in this768

configuration all photons come from ISR).769

In Figure 43, the sum of all the photon momenta (left) and the di-muon momentum770

is shown, both of which are ISR-sensitive distributions, as a comparison between both771

event generators. Only the generator-level quantities are shown here. The cuts for these772

distributions are simple: exactly two opposite sign leptons with m(µ+µ−) > 220 GeV,773

to be in the same ISR-kinematical regime as the e+ + e− → ZH process. WHIZARD is774

producing ditributions statistically compatible with the KKMC ones, therefore the ISR775

treatment in WHIZARD can be considered as accurate and valid. A slight trend in the776

high p(µ+µ−) tail is observed, though within statistical uncertainty.777
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Fig. 43 Comparison between KKMC and WHIZARD with ISR enabled but BES and FSR OFF. Exactly
two opposite-sign leptons are required with m(µ+µ−) > 220 GeV.
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6.3 Center-of-mass (COM)778

The center-of-mass energy at
√
s = 240 GeV is expected to be known at the 2 MeV779

level or better. It will be measured precisely using radiative return events in the780

Z → µµ or Z → jj channels. As
√
s enters directly into the recoil mass definition, the781

impact of this uncertainty translates directly into a 2 MeV systematic uncertainty on782

the fitted mass. The change on the cross-section is expected to be negligible.783

From the definition of the recoil mass (with Ei the energy of lepton i),784

m2
rec = s− 2

√
s(E1 + E2) +m2

ll (6)

and assuming E1 + E2 = mZ and mrec = mH one obtains E1 + E2 = (s + m2
Z −785

m2
H)/(2

√
s). If

√
s differs with an amount of δ, one has:786

m2
rec = (

√
s+ δ)2 − 2(

√
s+ δ)(s+m2

Z −m2
H)/(2

√
s) +m2

ll. (7)

Taking the differential:787

d(m2
rec) = δ(s−m2

Z +m2
H)/(2

√
s), (8)

which numerically yields d(mrec) = 1.08 ∗ δ ∗ 125 GeV/mrec (note that 1.08 would788

be 1.0 if we were exactly at the threshold). Finally, if the center-of-mass is shifted789

by 2 MeV (= δ), the corresponding variation on d(mrec) = 2.16 MeV. This simple790

calculation assumes no shape variation but rather a shift of the recoil mass peak.791

However, nearly all the statistics are within ±1 GeV of the peak, such that the shift792

can be considered as constant within 1 %.793

The perturbed samples are fitted with the 2CBG PDF where the norm, CB µ, and CB794

σ are free parameters, keeping the other parameters as their nominal values derived795

from the central sample (nominal BES).796

6.4 Lepton momentum scale (LEPSCALE)797

The lepton momentum scale can safely be assumed to be in the order of 10−5 due to798

the large statistical power of radiative return events which could constrain the lepton799

scale up to this precision.800

Indeed, with 5 ab−1 TODO: estimate with new lumi of data at
√
s = 240 GeV, we will801

have about 100 M of Z bosons from the radiative return, hence 3 M (per lepton flavor)802

of Z → ℓℓ that can be used to calibrate the scale. The resolution on the Z → ℓℓ mass803
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Fig. 44 Effect on the recoil mass when perturbing the center-of-mass energy with 2 MeV (left) and
the muon momentum scale (right). The quoted ∆m values are the mean histogram values w.r.t. the
nominal sample. Plots are done using the Spring2021 campaign.

peak is about 150-200 MeV, hence an uncertainty on the peak position of 200 MeV /804 √
3× 106 = 0.11 MeV. Hence there is the statistical potential to determine in-situ the805

scale with a relative uncertainty of 0.11 MeV / 90 GeV = 10−6, comparable to the (by806

then) relative uncertainty on the Z mass. However, since it is not proven yet that the807

stability of the magnetic field can be controlled to the level of 10−6 or better, we can808

take 10−5 as a conservative estimate (NMR probes should allow monitoring of the field809

to that level). One may also want to check the (theta, phi) dependence of the scale,810

but the calibration runs at the Z peak will provide a high level of precision.811

To understand the effect on the recoil mass, one needs to change the lepton energies812

by δ = 10−5 × E, with E ≈ 45 GeV since the Z is nearly at rest. Writing that813

mll ≈ E1+E2, one obtains that d(m
2
rec) = 4∗ δ ∗ (√s−mZ), which yields in the peak814

region d(mrec) = 2 ∗ δ ∗ 150/125 = 1 MeV.815

This simple error propagation gives a resulting uncertainty of 1 MeV on the mass.816

This is checked in the analysis by changing the lepton energy with a factor of 10−5
817

and checking the resulting recoil distribution. Indeed, the impact on the fit with the818

perturbed momentum scale results in an uncertainty of approximately 1 MeV for both819

muons and electrons.820

Because the lepton scale is independent of muons and electrons they are measured821

in independent event phase spaces, the muon and electron momentum scales are de-822

correlated in the fit.823

The resulting varied scale profiles are used as shape uncertainties in the fit. The824

perturbed samples are fitted with the 2CBG PDF where the norm, CB µ, and CB825

σ are free parameters, keeping the other parameters as their nominal values derived826

from the central sample (nominal BES).827
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6.5 Lepton momentum resolution (LEPRES)828

Uncertainty related to the muon momentum resolution must be taken into account.829

It directly affects the width of the recoil distribution, hence the precision of how the830

Higgs mass can be resolved. Resolution stability and uncertainties are extracted from831

Z → ℓℓ events, as discussed in the previous paragraph. The uncertainty has to be832

propagated to the analysis and the impact has to be estimated.833

6.6 Final State Radiation (FSR)834

By default, QED Final State Radiation (FSR) is performed by PYTHIA. However, the835

KKMC FSR implementation is more state-of-the-art as it has an implementation of836

PHOTOS which is fine-tuned mostly to LEP data. An uncertainty of the FSR spectra837

between KKMC and WHIZARD has to be implemented and propagated to the fit.838

6.7 Signal modeling (SIGM)839

A systematic uncertainty to take into account the signal modeling has to be840

implemented in the fit.841

6.8 Background modeling (BKGM)842

A systematic uncertainty to take into account the background modeling has to be843

implemented in the fit.844

46



7 Experimental requirements845

In this section, a summary of the detector requirements is given, which are mainly846

applicable to the mass analysis.847

An ultimate precision on the Higgs mass below 3.3 MeV is achievable with an inte-848

grated luminosity of 10 ab−1 and using the improved IDEA detector, consisting of a849

very light drift chamber and crystal electromagnetic calorimeter. It has been shown850

that the uncertainty on the Higgs mass is 2.67 MeV (stat. only) and increases to851

3.28 MeV when systematics are taken into account. The impact on the experimental852

uncertainties is about 20 %. In order to keep the systematic component as small as853

possible compared to the statistical uncertainty, strict experimental requirements are854

necessary and studied extensively.855

The muon channel is dominant in the mass uncertainty, therefore an excellent track-856

ing performance is a key detector requirement for this analysis. Thanks to the drift857

chamber, resolutions at the sub-percent level are achievable, depending on the momen-858

tum and position in the detector. As shown, when replacing the reconstructed muons859

with their associated generator kinematics, this ”ideal” muon resolution improves the860

uncertainty by 25 %, including the selection requirements and backgrounds included.861

When increasing the magnetic field from 2T to 3T, the uncertainty mildly increases862

with only 15 %, limited by the beam energy spread which becomes dominant. Given863

the extra expected complications regarding the machine-detector interface and lumi-864

nosity control upon increasing the magnetic field, such an option is not favored in the865

detector design. Categorization of the events in distinct azimuthal regions decouples866

the different resolutions of the forward and central regions, leading to an improvement867

of 20 %.868

On the other hand, the electron channel improves the uncertainty by 25 %, which869

is less than the statistically achievable improvement of 41 %. This is primarily due870

to the worse momentum resolution of the electrons, rather than the increase of the871

Z/γ t-channel background. Nevertheless, the 25 % improvement is due to the crystal872

calorimeter which has an excellent resolution for low energy photons, such that the873

Bremsstrahlung photons can be recovered, leading to a global electron momentum874

resolution that is ”only” 25 % worse than the one from muons. This somewhat ideal875

detector scenario is studied by degrading the electron momentum resolution by a factor876

of 2 w.r.t. the muons, leading to an overall degradation of the Higgs mass of 5 % w.r.t.877

the nominal detector configuration.878

The beam energy spread of 222 MeV contributes strongly to the broadening of the879

recoil distribution. The associated uncertainty, estimated by data-driven techniques,880

is 1 %, which amounts to a few MeV on the beam energy uncertainty. The resulting881

uncertainty on the Higgs mass is negligible. To assess the impact on the beam energy882

spread itself, a study has been performed by switching off entirely the beam energy883

spread, which concluded in an improvement of about 40–45 % on the Higgs mass884

uncertainty.885
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A dominating systematic uncertainty originates from the precision of the center-of-886

mass energy
√
s, which directly enters the recoil mass definition. Data-driven estimates887

show that this can be controlled up to a 2 MeV level, but more rigorous studies have888

to be performed. After implementing such uncertainty in the fit, the impact on the889

Higgs mass was found to be 2 MeV, as expected, which serves as a validation of the890

methods and fit strategies used.891

8 Conclusion892

In this note, the Higgs boson mass and the model-independent ZH cross-section mea-893

surements have been studied using di-muon and di-electron events, using the recoil894

mass method, with the FCC-ee simulated data at
√
s = 240 GeV. First, a basic895

event selection is applied to reduce the main backgrounds while retaining the signal896

yields. The cross-section measurement then proceeds using a dedicated Boosted Deci-897

sion Tree to further separate the signal from backgrounds, with emphasis on Higgs898

decay mode independence. The di-electron and di-muon final states are fitted simul-899

taneously to extract the ZH cross-section with a relative precision of 0.61 %. Instead900

of the BDT, the Higgs mass analysis uses an additional kinematic cut to reduce the901

background: the Higgs mass is measured by fitting directly the recoil mass distribu-902

tion, after imposing an additional selection on cos(θmiss). The recoil mass distributions903

are modeled analytically using a custom PDF and are injected into a maximum like-904

lihood fit to extract the mass uncertainty. By categorizing the leptons based on their905

azimuthal angle, the sensitivity is increased and a combined uncertainty of 4.43 MeV906

is obtained when including the dominant systematics. Several systematic uncertainties907

have been evaluated and found to be almost negligible for the cross-section measure-908

ment, but impacting the Higgs mass uncertainty at the 10 % level. An extensive set of909

experimental requirements have been discussed, both from the machine and detector910

point of view, and the conclusion is that the tracking performance and the center-of-911

mass determination are the most crucial elements. They must be controlled precisely912

to achieve the final precision that the statistics that will be delivered by FCC-ee is913

promising.914

48



Appendix A Event selection plots915
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Fig. A1 mℓℓ distribution after the muon selection criteria for the muon (left) and electron (right)
final states.
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Fig. A2 pℓℓ distribution after the mℓℓ cut for the muon (left) and electron (right) final states.
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Fig. A3 mrec distribution after the pℓℓ cut for the muon (left) and electron (right) final states.
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Appendix B Recoil mass fits916
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Fig. B5 Signal samples for 125 GeV muon channel: CC (left), CF (middle) FF (right).

0

200

400

600

800

1000

1200

E
ve

nt
s

 0.00099±mean_125p00 =  125.11936 

 26±sig_125p00_norm =  18551 
, category 1, IDEA−e+e

 = 1.3652χ

1− = 240 GeV, 10 absZH, Simulation FCC-ee

120 122 124 126 128 130 132 134 136 138 140

 (GeV)recm

2−

0

2P
ul

l

0

100

200

300

400

500

600

700

800

900

1000

E
ve

nt
s

 0.0011±mean_125p00 =  125.1228 

 24±sig_125p00_norm =  16012 
, category 2, IDEA−e+e

 = 1.2672χ

1− = 240 GeV, 10 absZH, Simulation FCC-ee

120 122 124 126 128 130 132 134 136 138 140

 (GeV)recm

2−

0

2P
ul

l

0

20

40

60

80

100

120

140

160

180

200

E
ve

nt
s

 0.0019±mean_125p00 =  125.1505 

 16±sig_125p00_norm =  7209 
, category 3, IDEA−e+e

 = 1.1902χ

1− = 240 GeV, 10 absZH, Simulation FCC-ee

120 122 124 126 128 130 132 134 136 138 140

 (GeV)recm

2−

0

2P
ul

l

Fig. B6 Signal samples for 125 GeV electron channel: CC (left), CF (middle) FF (right).
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Fig. B7 Background distributions for the muon channel: CC (left), CF (middle) FF (right).
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Fig. B8 Background distributions for the electron channel: CC (left), CF (middle) FF (right).
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Appendix C BDT input variables917
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Fig. C9 Input variables for BDT training for the µ+µ− channel.
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Fig. C10 Input variables for BDT training for the e+e− channel.
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Appendix D BDT hyper-parameters918

Each hyper-parameter and its respective value are elaborated as follows:919

1. n estimators (350): This parameter refers to the number of boosting rounds or920

the number of trees used in the model. A higher value typically results in better921

model performance but may also lead to over-fitting. In our case, we have chosen922

350 trees to balance model performance and computational efficiency.923

2. learning rate (0.20): The learning rate, also known as shrinkage, controls the con-924

tribution of each tree to the final model. A smaller learning rate typically requires925

more trees but reduces the risk of over-fitting. We have set the learning rate to926

0.20, which provides a good balance between model performance and the number927

of trees needed.928

3. max depth (3): The maximum depth of each tree determines the number of layers929

in the tree. A larger depth increases the model’s complexity and may result in better930

performance but also increases the risk of over-fitting. We have set the maximum931

depth to 3, which provides a reasonable trade-off between model complexity and932

the risk of over-fitting.933

4. subsample (0.5): This parameter controls the fraction of the training data-set934

used to build each tree. A lower value introduces randomness and may help prevent935

over-fitting. In our case, we have set the sub-sample ratio to 0.5, meaning that each936

tree is built using a randomly selected 50% of the training data.937

5. gamma (3): The gamma parameter, also known as the minimum loss reduction,938

specifies the minimum reduction in the loss function required to make a split at939

a leaf node. A higher gamma value makes the model more conservative, reducing940

the risk of over-fitting. We have set gamma to 3, which helps control the model’s941

complexity while still allowing it to learn from the data.942

6. min child weight (10): This parameter controls the minimum sum of instance943

weights (hessians) required in a child node. Larger values of min child weight944

result in a more conservative model by preventing over-fitting. We have set945

the min child weight value to 10 to control the model’s complexity and avoid946

over-fitting.947

7. max delta step (0): This parameter sets the maximum step size allowed for each948

tree’s weight estimation. A value of 0 means that there is no constraint on the step949

size. In our case, we have set max delta step to 0, allowing the model to adjust the950

step size freely.951

8. colsample bytree (0.5): This parameter controls the fraction of features to be952

randomly selected for each tree. A smaller value can help prevent over-fitting by953

reducing the correlation between trees. We have set the colsample bytree value to954

0.5, meaning that each tree is built using a random 50% of the features.955
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